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DESIGN AND CALIBRATION OF AN ABSOLUTE FLUX DETECTOR FOR 1-15  MeV N E U T R O N S  
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An absolute neutron flux monitor having fast timing and a calculable response has been developed for use in a collimated beam of 
1-15 MeV neutrons. The detector consists of dual thin plastic scintillators in which the proton recoil spectrum distortion caused by 
the escape of protons from the first scintillator is eliminated experimentally. The absolute detector efficiency was measured at 2.45 
and 14.0 MeV neutron energies using the associated-particle technique at the NBS Positive-lon Van de Graaff facility. The efficiency 
and pulse height distributions were calculated using a Monte Carlo based program in order to extend the efficiency throughout the 
1-15 MeV interval. The uncertainty in the efficiency is 1-2% (1 standard deviation). 

1. Introduction 

There is a continuing need for absolute neutron flux 
detectors having fast timing and a calculable simple 
response with neutron energy. Organic scintillators have 
been extensively used as neutron flux monitors employ- 
ing the proton recoil technique. In order to keep multi- 
ple scattering corrections small, thin scintillators are 
required. However, for thin scintillators and neutrons of 
several MeV the escape of protons from the scintillator 
produces a large distortion in the proton recoil spec- 
trum. A detector which reduces this distortion has been 
designed and calibrated at the National  Bureau of 
Standards for use in neutron cross section experiments 
with the NBS 150 MeV Electron Linac and 3 MV 
Positive-Ion Van de Graaff  accelerator. 

In the present work a dual thin scintillator detector 
for use in a collimated neutron beam is described where 
the escape of protons is eliminated experimentally and 
the multiple scattering is low. The detector consists of 
two thin plastic scintillators optically separated from 
each other and independently coupled to phototubes. 
The protons which escape from the first scintillator are 
detected by the second scintillator which is placed be- 
hind the first. Because of the low multiple scattering 
and the spectrum discrimination, there is relatively little 
dependence of the detector efficiency on the carbon 
cross section and angular distributions. Therefore the 
detector efficiency is essentially dependent  on the hy- 
drogen cross section, which is known with accuracies 
< 1%, on light tables, and on hydrogen areal density. 
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These are parameters that can be verified experimen- 
tally. 

The absolute detector efficiency was measured at 
2.45 and 14.0 MeV using the associated-particle tech- 
nique with the NBS Positive-Ion Van de Graaff  as the 
neutron source. Details of these experiments are de- 
scribed in section 4. Theoretical calculations of the 
detector 's  absolute efficiency and pulse height distribu- 
tions have been performed using a Monte Carlo code. 
Details of the calculations are found in section 5. Using 
these calculations the detector's absolute efficiency is 
determined from 1 to 15 MeV. The principles of the 
detector 's  operation and details on the detector's design 
are contained in sections 2 and 3, respectively. 

2. Principles of detector operation 

The present detector was designed to be used as an 
absolute neutron flux monitor in accurate neutron cross 
section measurements using the NBS 3 MV Positive-Ion 
Van de Graaff  and the 150 MeV Electron Linac as the 
sources of neutrons. The desired characteristics for such 
a detector were: (a) a detection efficiency which has a 
simple dependence on the neutron energy; (b) small 
efficiency corrections [1] in order to obtain the absolute 
efficiency with 1-2% uncertainty; (c) fast time response; 
(d) an energy range for neutron fluxes of 1-15 MeV; (e) 
a geometry which did not require the use of precision 
collimators. 

The first three requirements have been achieved by 
using the detection of proton recoils in an organic 
scintillator whose thickness was chosen to be small 
compared to the neutron mean free path. In this case, 
the proton recoil energy spectrum approaches the ideal 
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rectangular shape if edge effects are neglected. How- 
ever, at neutron energies of several MeV the escape of 
protons through the forward edge of the scintillator 
produces a large distortion in the proton recoil spec- 
trum. The distorted spectrum in the first scintillator was 
calculated on the basis of the equations given in ref. [1]. 
In this estimate, it was assumed that 

R( E) = KE 3/2, (1) 

where R(E) is the proton range at energy E and K is a 
constant. The distorted spectrum is given by: 

+ 3 E 2 
N~(E)=Np(E)  1 ~ t-E~o] , (2) 

where 
Np(E)  is the undistorted spectrum (curve A of fig. 1), 
R 0 is the proton range at E = E0, 
L is the thickness of the scintillator, and 
E o is the incident energy. 

This distorted spectrum is shown for L = 0.254 cm and 
for 14 MeV neutrons in curve A' of fig. 1. In this case 
the fraction of escaped protons amounts  to 30% of the 
spectrum. 

In the present detector, the distortion due to the 
escape of protons is eliminated experimentally by the 
use of a dual thin scintillator configuration as shown in 
fig. 2. A proton which escapes deposits part of its 
energy in scintillator 1 and part in scintillator 2. There- 
fore the sum of the light outputs produced in each 
scintillator corresponds to the total energy of the recoil 
proton. The sum spectrum is given by: 

R0 

Scintillator I Scatternd ~ 
Neutron 

Scintillator 2 

Incident 
Neutron 

~ Light Pa to PMTA 

~ S ~ t ~ n O  d Light Pb to PMTB 

Fig. 2. Light produced by a recoil proton in the dual thin 
scintillator detector. 

This spectrum is shown as curve B in fig. 1. These 
events are identified experimentally through a coinci- 
dence requirement. Protons that lose all their energy in 
scintillator 1 are also included in the spectrum. The 
spectrum for these protons is given by: 

N~T(E ) = Np(E) 1 - Eoo " (4) 

This spectrum is represented by curve C in fig. 1. 
The summation of spectrum B and spectrum C ap- 

proaches the ideal thin scintillator response. This corre- 
sponds to: 

Np( E)= N~s( E) + NpT( E ). (5) 

This summation produces the spectrum shown as curve 
A in fig. 1. Signals produced by neutrons detected only 
in the second scintillator are rejected because of the 
coincidence requirement. 
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Fig. 1. Effect of the escape of protons on the proton recoil 
energy distribution at 14 MeV. Curve A': proton recoils in a 
single thin scintillator. Curve B: proton recoils that escape from 
scintillator 1, therefore, losing part of their energy in scintilla- 
tor 2. Curve C: proton recoils completely absorbed in scintilla- 
tor 1. Curve A = B + C: ideal rectangular distribution. 

3. Detector design 

The main aspects considered in the detector design 
are: irradiation geometry, scintillator type, dimensions, 
and light collection geometry. 

3.1. Irradiation geometry 

Because thin scintillators are used, the present detec- 
tor has a high transmission over the neutron energy 
range considered. Therefore it was decided to have the 
phototubes view the scintillators from the side as shown 
in fig. 3, so that the neutron beam is only attenuated by 
the scintillators. In this way the detector can be used in 
transmission geometry when desired. 

A disc-shaped plastic scintillator was glued into a 
circular hole in a rectangular plexiglas light guide. The 
thickness of the light guide was chosen equal t o  the 
scintillator thickness so that most of the light that 
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Fig. 3. Geometry of the dual thin scintillator detector. 

reaches the photocathode is by total internal reflection. 
The main advantages of this geometry are: the possibil- 
ity of using the scintillator totally immersed in the 
neutron beam when desired; a lower background when 
compared to a rectangular scintillator without light 
guide; and a simple geometry for efficiency and spec- 
trum calculations. Further advantages of this geometry 
are that the edge effect at the side of the scintillator can 
be reduced by using a diameter sufficiently large and 
there is better light collection uniformity at different 
points in the scintillator (see section 3.3). 

3.2. Scintillator type and dimensions 

N E l l 0  plastic scintillator was chosen because of its 
well known properties of good light transmission and 
high light output [2]. Also it can be easily machined to 
the desired shape. N E l l 0  is a polyvinyl toluene based 
plastic, having concentrations of 0.05233 hydrogen 
a toms/b ,  cm and 0.04736 carbon a toms/b-cm.  The 
other elements present are: 1.8 x 10 -6 nitrogen 
a toms/b  • cm and 1.8 x 10 -6 oxygen atoms/b - cm. The 
use of a scintillator that also provides pulse shape 
discrimination against gamma rays (e.g., stilbene) was 
not attempted because in the present application the 
signals due to gamma rays were eliminated by using 
coincidence or time-of-flight techniques. 

For a disc-shaped scintillator, the two dimensions to 
consider are thickness and diameter. Since scintillator 2 
detects the proton recoils which escape from scintillator 
1, its thickness must be greater than the maximum 
proton range. Using the relationships from Cecil et al. 
[3] (for the range-energy data [4]) the maximum proton 
range corresponding to 15 MeV protons is equal to 
0.246 cm. A convenient thickness was found to be 

0.2565 cm. A larger value is not desirable because it 
would increase the multiple scattering correction. 

The thickness of the first scintillator is a compromise 
between neutron detection efficiency and multiple 
scattering corrections. This thickness which was chosen 
to be the same as the second scintillator (0.2565 cm) 
turned out to have a reasonable efficiency ( -  3f~ at 2.45 
MeV and -0.7% at 14.0 MeV, which is much larger 
than the usual proton recoil telescopes [5]). An addi- 
tional advantage in having both scintillators with the 
same thickness is to have the same proton recoil spec- 
trum shapes, making it easier to match the relative 
output gains of each scintillator. The thickness has been 
accurately measured (+ 0.0005 cm) at different points in 
the scintillator in order to determine the efficiency for 
any size neutron beam. 

For the dual scintillator configuration chosen for the 
detector, and for the above dimensions, the multiple 
scattering correction above a selected spectrum bias 
were 11% at 2.45 MeV and 4% at 14.0 MeV. These 
values were not expected to introduce unacceptable 
uncertainties in the calculated detector efficiency~ 

The scintillator diameter was defined using two 
criteria: (1) detector calibration geometry at the NBS 
Van de Graaff, and (2) escape of protons through the 
sides of the scintillator. As discussed in sections 4.2 and 
4.3, the detector diameter must be greater than the size 
of the associated neutron cone for the two calibration 
energies, namely 2.45 and 14.0 MeV. Secondly, the 
escape of protons through the sides of the scintillator 
should be a small correction to be applied when the 
whole scintillator is immersed in a neutron beam. The 
correction for this effect was estimated using the follow- 
ing relationship: 

1 R ( E ) ( I _  E11/2 
S -  4 r- E0 ' (6) 

where R(E) is the scattered proton range at energy E 
and r is the scintillator radius. A convenient diameter 
was chosen to be 4.70 cm for scintillator 1 correspond- 
ing to a 0.8% correction for escape of protons through 
the side of the scintillator at 15 MeV incident neutron 
energy. This diameter has an additional advantage of 
being about the same size as the photocathode of the 
RCA 8850 photomultiplier tube (PMT) which was read- 
ily available. A slightly larger diameter of 4.90 cm was 
chosen for scintillator 2 in order to detect the escape 
protons from the edge of scintillator 1. 

3.3. Light collection geometry 

A series of measurements of light collection ef- 
ficiency and uniformity were performed using a 137Cs 
collimated gamma source. For this experiment a rectan- 
gular N El l 0  scintillator (0.254 c m x  5.3 cm x6.0  cm) 
coupled to two RCA 8850 photomultiplier tubes through 
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the shorter sides was used. (These measurements were 
performed early in the development of the detector to 
provide information for the final design.) Aluminum 
foils 6.6/~m thick were wrapped around the scintillator 
in order to produce better light collection uniformity for 
this geometry [6]. Aluminized mylar, although it is a 
slightly better reflector [7], was not used because it 
would produce undesired proton recoils in the scintilla- 
tor when used in a neutron beam. In the interface 
between the two scintillators 0.66 ~m thick aluminum 
foils were used as reflectors. With this thickness the 
energy loss by recoil protons in the reflectors will be 
negligible (see section 5.7). The phototubes and scintil- 
lators were held together inside a box that has a 54/~m 
thick aluminum window on each side in order to make 
the system light tight. 

A 1.0 mm thick plexiglas plus a 0.30 mm thick Pb 
filter was placed in front of the collimated source in 
order to prevent X-rays or conversion electrons from 
reaching the detector. The gamma ray beam profile was 
measured by displacing the detector so that only a 
fraction of the beam was incident on the scintillator. 
The analysis showed an average beam diameter of 1.1 
cm with no appreciable penumbra. In this series of 
measurements, the detector was scanned to determine 
the channel position of the 50% height of the Compton 
spectrum edge for five different positions along the 
phototubes axis. Spectra from each individual PMT 
were measured as well as the sum spectra. The results 

using the optical coupling compound Dow Corning 
02.3067 on both scintillator edges are shown in fig. 4 
(condition I). The results obtained using air coupling, 
i.e., laying the scintillator edge against the photocathode 
glass, are shown in fig. 4 (condition II). From these 
measurements it was concluded that the conditions of 
best light collection uniformity for each individual PMT 
is obtained when the scintillator is attached to the 
photocathode glass using air coupling. This is due to the 
contribution of reflected light from the opposite edge of 
the scintillator. The sum of pulses from both PMTs 
results in the highest light collection efficiency. Because 
the pair of PMTs are placed on opposite sides, the sum 
of signals partially compensates for the variation in the 
light collection from the individual PMTs. This results 
in the best light collection uniformity for different points 
in the scintillator, as shown by curves C in fig. 4. 

Although a satisfactory uniformity in the light collec- 
tion was obtained in the PMTs axial direction, large 
variations were observed in the direction perpendicular 
to the PMTs axis. The variations were as high as 9% at 
different points on the scintillator. These variations 
were caused by differences in the photocathode sensitiv- 
ity, as well as by the geometric solid angle between each 
point in the scintillator and the photocathode. For this 
reason it was decided to use a longer light guide in order 
to minimize these effects without much loss in light 
collection efficiency. A rectangular plexiglas light guide 
measuring 5.3 cm × 12.0 cm, with a circular hole in the 
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Fig. 4. Variation in light collection as a function of radial position in the scintillator. Curves A and B: Single photomultiplier tube 
(PMT) response. Curve C: sum of both PMT responses. Condition I: scintillator edges with optical compound Dow Coming 02.3067. 
Condition II: scintillator edges with air coupling. 
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center in which the scintillator was attached with clear 
epoxy was chosen. The resulting geometry is shown in 
fig. 3. 

With this geometry, the uniformity of light collection 
was measured to be better than 2.5% per cm for scintil- 
lator 1 and better than 1.3% per cm for scintillator 2 for 
points around the center of the scintillators. From these 
results it is expected that the variation in light collection 
at different points would produce only small distortions 
in the proton recoil spectrum for the detector. 

Radiation incident on the light guide produced a 
negligible (< 0.5%) contribution to the detector re- 
sponse. This was determined from measurements of the 
integrated counting rate produced by the gamma ray 
beam incident on the light guide. 

4. Experimental detector efficiency calibration 

Checks of the absolute efficiency of the detector 
were performed by means of the associated-particle 
technique at the NBS 3 MV Positive-lon Van de Graaff. 
For this purpose, a monoenergetic 500 keV deuterium 
molecular ion beam (D~-) was utilized. The deuterium 
molecular ion dissociates upon impact with the target 
allowing a 250 keV atom to interact with the target 
nuclei. The reactions T(d, n)4He and D(d, n)3He were 
used to generate neutrons with 14.0 and 2.45 MeV, 
respectively. Details of the measurements are given in 
the following sections. 

4.1. Electronics for  the neutron detector calibration 

A simplified block diagram of the electronics de- 
veloped for the neutron detector is shown in fig. 5. Each 
scintillator was coupled to a pair of RCA 8850 PMT, 

chosen for their high gain, low noise, and convenient 
size. Three layers of high ~ metal 0.18 mm thick each 
were wrapped around each PMT to provide a good 
magnetic and electrostatic shielding. The four PMTs 
received the high voltage from a single power supply, 
minimizing any relative gain variation between each 
PMT. The gain stability of the system was measured for 
individual scintillators in a 14 MeV neutron beam and 
showed a stability better than -0 .7% over a period of 
three days. For each photomultiplier both time and 
linear signals were derived. The linear signals from the 
pair of each scintillator were added in a passive mixer 
consisting of 20 k J2 resistors and then fed into a charge 
sensitive preamplifier (PA) and shaping amplifier (AMP) 
system. After adjusting for the proper delays the signals 
from each amplifier were joined in a sum amplifier. A 
linear gate placed in the second scintillator leg was 
triggered by the timing signal from the first scintillator; 
therefore all single events from the second scintillator 
were rejected. The pulses from the sum amplifier are 
single events from the first scintillator plus sum pulses 
produced by coincident events between the two scintil- 
lators. 

A 0.25 bts time constant was selected for the neutron 
amplifier to provide a unipolar output pulse with a 0.6 
/~s full width at half-maximum (fwhm). A fast amplifier 
and constant fraction discrimination (CFD) were used 
to provide good timing for the neutron detector. The 
FAN-IN and fast amplifier combination resulted in 
high amplification of the PMT signal, which was neces- 
sary in order to minimize the effect of loss of coinci- 
dence events between the two scintillators due to pulses 
occurring below the CFD lower level. This effect was 
verified by measuring the neutron detector efficiency for 
different settings of the CFD lower level. 

The alpha particle signals from the solid state detec- 

+ .  i, ,q 

Fig. 5. Electronics for the neutron detector calibration. 
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tot were also fed to a charge sensitive preamplifier and 
shaping amplifier system. A bipolar output shape was 
used in order to provide a better time resolution from 
the single channel analyzer. 

The time distribution between the alpha particle and 
neutron events was measured with a time analyzer. The 
measured coincidence-resolving times were 5-10 ns 
which are adequate for these measurements. Since the 
alpha rate ( - 1 5 0 0  s -1) was lower than the neutron 
detector rate ( -  4000 s- l ) ,  the alpha signal was used as 
the start signal. The analog signal from the sum ampli- 
fier of the neutron flux detector was fed into an analog 
to digital converter (ADC). Another ADC was used to 
receive the signals from the time analyzer. The data 
from both ADCs were then transferred through a 
CAMAC interface into a 32 × 128 word array in the 
computer for storage. A two-parameter unit was used 
having 32 time channels with a width of 32 ns per 
channel. 

4.2. Calibration at 14.0 M e V  

The NBS 14 MeV absolute neutron beam facility is 
described in refs. [8] and [9]. A view of the experimental 
geometry is shown in fig. 6, The molecular ion beam 
D~ was collimated to a 3 mm diameter providing - 0.1 
/~A current onto a 2.8 mg/cm 2 thick TiT target. The 3.6 

MeV 4He associated particle produced in the T(d, n)4He 
reaction was detected by a 150 #m thick surface barrier 
detector located at an 85 o angle with respect to the 
beam axis and 14.6 cm away from the target. The 4He 
detector was collimated to a 3.8 o cone angle. In these 
conditions the 4He counting rate was - 1500 s -1. A 2.3 
mg/cm 2 thick nickel foil was mounted over the collima- 
tor in order to reduce the background from elastic 
scattered deuterons and beta particles from the decay of 
tritium in the target. The background in the alpha 
particle detector was measured in a separate run by 
insertion of a 0.03 mm thick aluminum foil over the 
surface of the detector. The background was due to 
deuteron interactions with the titanium and neutron 
induced reactions in the silicon surface barrier detector. 
The background due to charged particles from the 
3He(d, p)4He and 2H(d, p)aH reactions did not con- 
tribute significantly to the detector rate. 

The neutrons were detected at 90° and 99% of the 
associated neutron flux was contained in a cone with a 
6.0 ° half-angle. The cone subtended by the N E l l 0  
scintillators in the neutron flux detector had a 10.9 ° 
half-angle, which was large enough to account for vari- 
ations in the beam profile due to deterioration of the 
tritiated titanium target. The mean neutron energy 
calculated from the reaction kinematics with the aid of 
the neutron beam profile for the target conditions of the 
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Fig. 6. Experimental geometry used for the neutron detector efficiency calibration at 2.45 and 14.0 MeV. 
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present experiment was 14.04 _+ 0.10 MeV. The correc- 
tion for the number of neutrons scattered out of the 
cone was 2.35%. 

4. 3. Calibration at 2.45 M e  V 

The experimental geometry at 2.45 MeV which is 
shown in fig. 6 was essentially the same as the one used 
for the 14 MeV calibration. In this case the 500 keV D~ 
molecular ion beam, also collimated to a 3 mm diam- 
eter, was incident onto a 0.62 m g / c m  2 thick TiD target 
positioned at 20 ° with respect to the deuteron beam 
axis. The beam current was - 0.5/~A on the target. The 
D(d, n)3H reaction produced a 0.92 MeV 3He associ- 
ated particle which was detected by a 404 ttm thick 
surface barrier detector located at a 70 ° angle with 
respect to the beam axis, and at a distance of 14.6 cm 
from the target. The 3He detector was collimated to a 
1.3 ° cone half-angle, to produce a 3He counting rate of 

40 s-1. A 0.23 m g / c m  2 thick aluminized Mylar foil 
was placed over the collimator in order to reduce the 
background and pile up pulses from the elastic scattered 
deuterons. The background under the selected window 
for 3 He events was measured by inserting a 1.1 m g / c m  2 
Ni foil over the detector surface. This foil thickness was 
sufficient to remove the 3He from the spectrum but 
caused only a slight shift in the triton peak from the 
competing D(d, p)T reaction. In order to reduce the 
neutron scattering corrections no cooling was used in 
the target. Because of this a shift was observed in the 
3He spectrum during the bombardment.  The 3He 
window was changed for different irradiations in order 
to compensate for the decrease in the 3He yield as a 
result of target deterioration. The separation of the 3He 
from the tritons and protons produced in the D(d, p)T 
reaction was accomplished by pulse height discrimina- 
tion. 

The neutrons were detected at 94 ° and 99% of the 
associated neutron flux was contained in a cone sub- 
tending a 10 o half-angle. The profile was measured by a 
monitor  consisting of a 2.5 cm diameter, 7.5 cm thick 
N E l l 0  plastic scintillator. Corrections to the measured 
profile were applied due to target deterioration, and to 
the finite sizes of the monitor  and target beam spot. The 
cone subtended by the neutron flux detector had a 
13.0 o half-angle which was sufficiently large to account 
for variations in the beam profile. The mean neutron 
energy was calculated from the reaction kinematics for 
each individual run with the aid of the measured neu- 
tron beam profile, and ranged from 2.38 to 2.46 MeV, 
depending on the target conditions. The average neu- 
tron energy for all runs considered was 2.446 + 0.006 
MeV. The number of neutrons scattered in and out of 
the cone was calculated using cross sections from the 
E N D F / B - V  library [10]. This correction was 4.2%. 

4.4. Results o f  the experimental calibration 

Using the time-correlated associated particle tech- 
nique, the neutron detection efficiency is given by the 
simple relation: 

= ( r e / ~ . ) / ,  (7)  

where 
is the detector efficiency, 

Yc is the number of coincidences between the associ- 
ated particle and the proton recoils, 

Y~ is the number of associated particles detected, 
f is the total correction factor including: neutron 

beam attenuation through the materials between 
the target and the neutron detector, dead time 
losses, divergence of the neutron beam, associated 
particle background, and loss of coincidences. 

The results of the experimental detector efficiency 
were carefully compared to a Monte Carlo calculation 
in order to assess the accuracy of the detector as an 
absolute flux monitor. This comparison is discussed in 
section 5. The experimental results are presented for 
each energy separately. 

4.4.1. Results at 14.0 M e V  
Fig. 7 shows the 4He associated-particle spectrum 

obtained with the silicon surface barrier detector. The 
main peak is the associated-particle events. The solid 
curve indicates the background obtained with the 
aluminum absorber. The background for the present 
experiment was 1.3% of the 4He counts. 

Fig. 8 shows proton recoil spectra obtained for 14.0 
MeV neutrons. Spectrum A is the proton recoil spec- 
trum corresponding to single events in scintillator 1. 
This spectrum was obtained by disconnecting the scin- 
tillator 2 signal at the input of the sum amplifier. 
Spectrum B is the coincidence spectrum corresponding 
to protons that lose a fraction of their energy in each 
scintillator. This spectrum was obtained using an extra 
timing leg for scintillator 2, similar to the one used for 
scintillator 1, and a coincidence unit to trigger the 
G A T E  & D E L A Y  activating the time analyzer. Spec- 
trum C is the summed spectrum, which includes protons 
totally absorbed in scintillator 1 and protons that lose a 
fraction of their energy inside each scintillator. This 
spectrum was obtained with the electronics of fig. 5. 
Spectrum C approximates the thin scintillator response 
and is the one used to calculate the efficiency. The 
average number of photoelectrons which would produce 
the resolution at the spectrum edge (14.0 MeV protons) 
is 640 + 32. The solid curves are the theoretical spectra 
obtained from a Monte  Carlo calculation which is dis- 
cussed in section 5. At 14.0 MeV the fraction of counts 
due to coincidence events is approximately 54% of the 
counts in spectrum C above the spectrum bias indicated 
in fig. 8. This bias corresponds to a proton energy of 
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Fig. 7. Spectrum observed in the associated-particle detector for 14.0 MeV neutrons. The labels LLD and ULD denote the 
discrimination window used for the detector calibration. 

4.212 MeV (30% of 14.04 MeV). 
There is a small fraction of coincidences which are 

lost because the signal from scintillator 1 is below the 
electronic CFD lower level threshold. Some of these lost 
coincidences have a signal from scintillator 2 which is 
above the selected spectrum bias used to determine the 
detector efficiency. Therefore, a correction must be 
applied for these lost events. This correction was de- 
termined by measuring the detector efficiency for several 
CFD lower level settings. These values were extrapo- 
lated to zero CFD lower level threshold by means of the 
Monte Carlo calculation (see section 5.3). 

The results for the experimental efficiency using the 
spectrum bias at the energy corresponding to 30% of the 
maximum proton energy (4.212 MeV) are shown in fig. 
9. Here the abscissa is the ratio between the pulse height 
of the CFD lower level and the maximum pulse height, 
defined as the half height of the spectrum edge. The 
spectrum drop-off in the CFD lower level region is not 
a step function, therefore a convolution between a 
Gaussian function and a straight line was used in order 

to determine the CFD lower level pulse height more 
accurately. The solid curve in fig. 9 is the Monte Carlo 
calculation. The values of typical factors involved in the 
determination of the experimental efficiency at 14.04 
MeV are listed in table 1, together with the associated 
error in the efficiency. The correction for loss of coinci- 
dences is only applied to get the extrapolated efficiency 
to zero CFD lower level. This correction does not need 
to be applied if the CFD settings remain the same, and 
the detector is used at the same neutron energy at which 
it was calibrated. 

The average efficiency for all measurements ex- 
trapolated to zero fractional discriminator level (see fig. 
9) is 6.97 × 10 -3 with an uncertainty of 0.7%. 

4.4.2. Results at 2.45 M e V  
Fig. 10 shows the 3He associated-particle spectrum 

together with the spectra of tritons and elastic scattered 
deuterons obtained by the silicon surface barrier detec- 
tor. In this figure, the dashed line represents the back- 
ground spectrum obtained by using the 1.1 mg/cm 2 Ni 
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Fig. 9. Experimental biased efficiency obtained at 14,04 MeV. 
The spectrum bias corresponds to 4.212 MeV proton energy. 
The solid line is the Monte Carlo calculation. The dashed line 

Table 1 
Typical factors involved in the experimental efficiency at 14.04 
MeV at a fractional lower level discriminator of 0.0l 

Factor Value Uncertainty (%) 

Y,./Y~ 6.415 × 10 3 0.5 
Neutron beam attenuation 0.9765 0.3 
Dead time correction 1.019 0.1 
Devergence of the 1.0009 < 0.01 

neutron beam 
Associated particle 1.011 0.2 

background 
Loss of coincidences 0.984 0.2 
Efficiency a) 6.775 × 10 - ~ 0.7 

a) Efficiency and uncertainty do not include loss of coincidence 
correction and its associated uncertainty. 

absorber .  The window used for the neu t ron  detector  
cal ibra t ion is indicated in the figure. The 3He back- 
ground ranged from 3.4% to 9.4% depending  on the 
target  condit ions.  The 3He counts  under  the selected 
window was typically 60% of the tr i ton counts. 

Fig. 11 shows the pro ton  recoil spectrum obta ined  
with 2.45 MeV neutrons.  The solid line is a Monte  
Car lo  calculation. The average n u m b e r  of photoelec- 
t rons corresponding to the spectrum edge (2.45 MeV 
protons)  was deduced to be 75 + 18. No a t tempt  was 
made  to separately measure the coincidence spectrum 
between the two scintillators in the neut ron  detector 
because of the low target yield. In this case only about  
0.5% of the protons  escape because of the small range in 
the scinti l lator (0.099 mm). 

The loss of coincidence events between the two scin- 
ti l lators due to signals which were below the discrimina- 
tor sett ing were taken into account.  Lost coincidences 
due to p ro ton  escape from scinti l lator 1 is - 0 . 1 % .  The 
majori ty  of coincidences at this energy are due to neu- 
t rons  which produce  recoil events in each scintil lator 
(i.e., double  neu t ron  scattering). The  fraction of these 
coincidences which are lost because the signal f rom 
scinti l lator 1 is below the C F D  lower level amounts  to 
4.5% of the total  counts.  In fact this correct ion partial ly 
compensates  for the correct ion due  to mult iple scatter- 
ing. 

The  results for the exper imental  efficiency using the 
spect rum bias at the energy corresponding to 30% of the 
max imum energy are shown in fig. 12 as a funct ion of 
the fractional  C F D  lower level. 

The  values of typical factors used in the determina-  
t ion of the exper imental  efficiency at 2.446 MeV are 
listed in table 2. Using an average of the three measure- 

represents one standard deviation uncertainty in the calculated 
curve. The abscissa is the fractional electronic discriminator 
lower level setting. 
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Fig. 10. The experimental spectra obtained in the associated-particle detector at 2.45 MeV. The dashed line indicates the background 
measured with a thin foil which absorbs the 3He particle but transmits H, D, and T. 
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Fig. 11. Proton recoil spectra obtained with 2.45 MeV neutrons 
in an associated-particle experiment. The solid line is the 
Monte Carlo calculation. 

Table 2 
Factors involved in the experimental efficiency at 2.446 MeV at 
a fractional lower level of 0.078 

Factor Value Uncertainty (%) 

Yc/Y ,  2.342x 10 -2 1.0 
Neutron beam attenuation 0.958 0.4 
Deadtime correction 1.000 < 0.01 
Divergence of the 1.0058 0.06 

neutron beam 
Associated particle 1.052 1.0 

background 
Loss of coincidences 0.962 0.5 
Efficiency a) 2.585 x 10-2 1.6 

a) Efficiency and uncertainty do not include loss of coincidenc.e 
correction and its associated uncertainty. 

ments  and extrapolat ing to zero fractional discriminator 
level (see fig. 12), the efficiency is 2.69 x 10 -2  with an 
uncertainty 1.5%. 

5. Calcu lated  e f f i c i ency  b e t w e e n  1 and 15 M e V  

In order to extend the detector  efficiency to cover a 
broad  energy range, a Monte  Carlo code has been 
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\x 
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Fig. 12. Experimental biased efficiency obtained at 2.45 MeV. 
The spectrum bias corresponds to 0.734 MeV. The solid line is 
the Monte Carlo calculation. The dashed line represents one 
standard deviation uncertainty in the calculated curve. The 
abscissa is the fractional electronic discriminator lower level. 
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developed to calculate the neutron detector efficiency 
and the expected pulse height distribution of proton 
recoils as a function of the neutron energy. The com- 
puter code CARLO BLACK [11], originally written for 
use with the "Black Detector", has been modified to be 
compatible with the characteristics of the present detec- 
tor. The details of the modifications performed are 
described in the following sections. The evaluation of 
the neutron detector efficiency and pulse height distri- 
bution at the measured energies 14.0 and 2.45 MeV are 
given. A method for extending the detector efficiency 
for other energies in the 1-15 MeV range is presented, 
together with the estimated uncertainties. 

The cross sections for all reactions involved in the 
energy range of interest (0-15 MeV), were taken from 
the ENDF/B-V library [12,13]. The reactions are: 
H(n, n)H, C(n, n)C, 12C(n, n'y)12C, 12C(n, a)9Be, and 
12 C(n, n')3a. 

The angular distribution for the C(n, n)C reaction 
was also taken from the ENDF/B-V evaluation. Since 
the coefficients for the Legendre polynomial expansion 
are given in the center-of-mass system, a transformation 
to the laboratory system was performed to be compati- 
ble with the Monte Carlo code. The following relation- 
ship was used for this purpose [14]: 

~; = E U,*w,, (8) 

where Ut*.. is the transformation matrix taken from the 
ENDF/B-V evaluation and wt', wz are the Legendre 
polynomial coefficients in the laboratory and center-of- 
mass systems, respectively. 

The angular distribution for the H(n, n)H reaction 
was taken from Hopkins and Breit [15]. The interpola- 
tion procedure between the energies found in the table 
was similar to the one used for the C(n, n)C angular 
distribution. 

this check showed good agreement ( -0 .3%) with the 
calculated neutron energy. 

The channel a maximum proton recoil energy was 
determined by a least-squares fitting for each of forty- 
three spectra with Monte Carlo calculations. Correc- 
tions for relativistic effects and neutron yield variation 
with time-of-flight were applied to obtain the neutron 
energy. The nonlinearity of the electronic system was 
measured and used to correct the values of the edge 
channels, determined from experimental spectra. A least 
square fit between the measured response and the pro- 
ton energy was performed using the following function: 

5 

In (P)  = E a,[ ln E ] ' ,  (9) 
t = O  

where 
P is the measured relative light response, 
E is the proton energy (MeV), and 
a i are the fitted coefficients. 

The results for the relative light response are shown 
in fig. 13 as a function of the neutron energy. The 
measured response was normalized to the values from 
the code 05S [16] in the region between 2.0 and 2.8 MeV 
for the sake of comparison. There is an overall agree- 
ment with the values from 05S within the estimated 
error of the present measurements ( -2%) .  The agree- 
ment below 4.0 MeV is better than 1.5% except for the 

5.2. The scintillator fight response for protons 
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The N E l l 0  scintillator relative light response was 
measured for proton recoils in the energy range between 
0.52 and 14 MeV using the NBS 150 MeV Electron 
Linac as the source of neutrons. The time-of-flight 
technique was used on the 200 m flight path. Two 
parameter data, consisting of 1024 pulse-height chan- 
nels and 512 time-of-flight channels (64 ns/channel 
time width) were accumulated for the neutron detector. 
The gamma flash from the LINAC tungsten target was 
the timing reference for the definition of the neutron 
energy scale. A check on the neutron energy calibration 
was performed, previous to this experiment, using the 
well defined 2078 keV carbon resonance. The results of 
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Fig. 13. Relative light response of the NEll0 scintillator with 
proton energy. The solid line is from code 05S [16]. The 
experimental points were normalized in the 2.0-2.8 MeV re- 
gion. 
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three lowest points which have larger errors due to an 
uncertainty in the ADC channel zero determination. 
These results agree with those from Renner et al. [17] 
which were also obtained using a N E l l 0  plastic scintil- 
lator. 

5.3. The effect of lost coincidences 

The escape of protons from the forward face of the 
first scintillator is a large effect at energies greater than 
several MeV. However, the corresponding distortion in 
the proton recoil spectrum is eliminated experimentally 
with the detection of the escaped protons by the second 
scintillator which is located behind the first one. Be- 
cause this process requires a coincidence signal, there is 
a lower limit for the detectable pulse height in the first 
scintillator. The pulses below this limit will be lost. 
Some of these lost coincidences could produce sum 
pulses above the selected bias, therefore a correction for 
this effect is necessary. At low neutron energies there is 
also loss of coincidences due to multiple scattering 
between the two scintillators which has to be taken into 
account. 

The effect of lost coincidences for the escape of 
protons was incorporated in the Monte Carlo code by 
calculating the fraction of the proton energy which is 
deposited in each of the scintillators. In this calculation 
the range-energy relationships were taken from Cecil et 
al. [3] for protons above 0.5 MeV, and from Watson and 
Graves [18] for protons below 0.5 MeV. 

The total light produced by a given neutron in the 
Monte Carlo code was separated into two parts: the 
first corresponding to the total light produced inside the 
first scintillator and the second corresponding to the 
total light produced inside the second scintillator. The 
events that produced light in the first scintillator below 
a selected threshold value were rejected. In this manner 
the loss of coincidences due to multiple scattering was 
also considered. 

The correction for lost coincidences is plotted in fig. 
14 as a function of the fractional discriminator lower 
level, for several incident neutron energies. Here the 
discrimination channel for the efficiency calculation was 
set at 30% of the maximum proton energy. 
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Fig. 14. Correction for lost coincidences at several incident 
neutron energies. The efficiency was calculated with a bias at 
30% of the maximum energy. 

cient deduced from the measured variation in light 
collection at r = 1 cm for each individual scintillator. 
The measured average values for a were 0.0107 for 
scintillator 1 and 0.0040 for scintillator 2. 

5.5. Pulse height resolution 

The pulse height distribution calculated by the Monte 
Carlo code was fitted to the experimental proton recoil 
spectra by means of a code written by Meier [19] which 
takes into account the Poisson statistics in the number 
of photoelectrons detected. The photoelectron conver- 
sion efficiency (keV/photoelectron which determines 
the Poisson spreading) and a channel width ratio (de- 
termining the relative horizontal gain) are the two input 
parameters which can be varied freely or under the 
constraint that calculation and experiment have the 
same spectral area within a given pulse height range. 

5.4. Variation in light collection 5.6. Forced first collision technique 

As pointed out in section 3.3, the variation in the 
light collection has been measured at different points of 
each scintillator. This effect, although small, was in- 
corporated in the Monte Carlo code by using the follow- 
ing expression: 

P ( r )  = P(0)(1 + ar:) ,  (10) 

where P(r)  is the fight response at a distance r(cm) 
from the center of the scintillator and a is the coeffi- 

The present detector has a high transmission for 
MeV neutrons. This results in a low detection efficiency. 
Therefore, a large number of incident neutrons would 
be required in the Monte Carlo calculation in order to 
have sufficient statistical accuracy and a long processing 
time would then be necessary. This problem was solved 
by using the forced first collision technique [20]. In this 
case the position for the collision (0 ~< 1 ~< L) is given by: 

1= - X  ln{1 - r[1 - e x p ( - L / h ) ] } ,  (11) 
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where 
2~ is the average distance to the first collision, 
r is a random number in the interval 0 ~< r ~< 1, 
L is the total length of the detector (scintillator 1 + 

scintillator 2). 
This results in 100% detection efficiency which con- 

siderably decreases the processing time. A proper trans- 
mission factor is then applied to this calculated ef- 
ficiency. 

5. 7. In teract ions  in the mater ials  a round  the scintil lators 

In order to determine the absolute efficiency with 
good accuracy it is desirable to keep small the correc- 
tion factors involved. The presence of materials around 
the scintillators introduces some small effects in the 
efficiency that have to be considered. The aluminum 
wrapping the scintillators and in the detector window 
produces a negligible attenuation of the neutron beam 
(<  0.1%) for the energy range considered here. Alpha 
particles from the 27Al(n, a)24Na reaction produce low 
light output and are eliminated by pulse height dis- 
crimination. Protons from the 27Al(n, p)27Mg reaction 
increase the efficiency by only - 0.05% at 15 MeV and 
less for lower energies. 

The aluminum between the two scintillators absorbs 
a small fraction of the proton's energy, distorting the 
proton recoil spectrum in the second scintillator. This 
effect has been calculated to - 0.05% and was therefore 
neglected. 

Additional variation in the efficiency is possible due 
to neutron interactions in the plexiglas light guide and 
phototube glass. The magnitude of this effect depends 
on the size of the neutron beam compared to the 
scintillator. Neutrons scattered once by the scintillator 
can go to the plexiglas or phototube and be scattered 
back into the scintillator. For a case where the neutron 
beam is smaller than the scintillator, this effect is small 
because of the detector dimensions. Contribution from 
the plexiglas was estimated to be _< 0.04% and from the 
phototubes _< 0.02%. 

In the case where the neutron beam is larger than the 
scintillator, this effect is larger, but can be reduced if a 
collimator slightly larger than the scintillator is used. 
For a collimator diameter 1 cm larger than the scintilla- 
tor diameter the contribution from C(n, n)C scattering 
has been estimated to be -0 .5%/b .  The reaction 
H(n, n)H contributes both protons and neutrons to the 
scintillator. If the efficiency is calculated for a bias 
corresponding to 30% or more of the maximum energy, 
only a fraction of these events will contribute to the 
efficiency. The contribution from neutrons is maximum 
for the lowest energy, being around 0.2% at 1 MeV. The 
contribution from protons increases with the ener.$y due 
to the larger range in the scintillator. Because the light 
guide has a hydrogen concentration comparable to 

NEl l0 ,  the incoming protons from the edge of the 
scintillator are compensated almost exactly by the out- 
going protons from the scintillator. The net effect is 
expected to be - 0.5% at 15 MeV, and smaller at lower 
energies. 

5.8. Resul ts  o f  the calculations 

The behavior of the calculated biased efficiency with 
neutron energy follows essentially the H(n, n)H cross 
section. Contributions from C(n, n)C and 12 C(n, n'y)12 C 
cross sections cause some small irregularities in the 
efficiency curve, mainly in the regions of carbon reso- 
nances. The efficiency curve is shown in fig. 15, together 
with the experimental points at 2.45 MeV and 14.0 
MeV. The experimental points are the averages at each 
energy extrapolated to zero fractional discriminator 
level. For this curve the bias energy was located at 30% 
of the maximum energy. 

A clear correlation between the biased efficiency and 
the carbon and hydrogen cross sections was observed. 
Particularly, good accuracy in interpolation of the ef- 
ficiency for various neutron energies was obtained using 
the following formula: 

e B / o  H = a 1 + a2o c + a3oH,  (12) 
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Fig. 15. Detector biased (30% of the maximum proton energy) 
efficiency carve: The poims at 2.45 MeV and 14.0 MeV were 
obtained experimentally. The solid line is the Monte Carlo 
calculation. 
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where 
e B is the biased efficiency, 
o c is the carbon elastic plus inelastic scattering 

cross sections, 
O H is the H(n, n)H cross section, 
a 1, a z, a 3 are constants. 

The values of a 1, a 2 and a 3 were obtained by least- 
squares fitting between eB/o n and the cross sections. 
The biased efficiency has been calculated at several 
selected energies, where the carbon cross section shows 
largest variations. The results of the fittings are pre- 
sented in table 3 using the following fractional bias 
energies: 0.30, 0.35, and 0.40 of the maximum energy. 
These efficiencies were calculated at zero discriminator 
lower level. The average accuracy obtained in the inter- 
polation goes from 0.8% to 1.8% at the fractional biases 
0.30 and 0.40, respectively. 

The value of a I corresponds to the biased efficiency 
without multiple scattering correction, in b-1. The val- 
ues of a 2 and a 3 correspond to the multiple scattering 
correction in carbon and hydrogen, respectively, in b-2.  
The value of a 2 decreases with the fractional bias en- 
ergy, whereas a 3 increases. This behavior is explained by 
the variation in the spectrum shapes due to multiple 
scattering. For carbon, the counts are shifted to lower 
pulse amplitudes, whereas for hydrogen, the counts are 
shifted to higher pulse amplitudes [1]. 

Fig. 16 shows the uncertainties involved in the 
calculated efficiency. The multiple scattering correction 
is predominant from 1.0 to 4.5 MeV. Above this energy, 
the uncertainty in the H(n, n)H cross section becomes 
predominant up to 15 MeV. The uncertainty in the 
correction for lost coincidences has not been included in 
fig. 16 since it depends on the discrimination level used. 
This uncertainty is estimated to be around 10% of the 
correction (i.e., - 0.4%) and has little contribution in 
the total uncertainty. The total uncertainty is < 1.5% 
above 4.0 MeV. It is between 1.4 and 2.1% for 1.0-4.0 
MeV except near the narrow resonance in the C(n, n)C 
cross section at 2.078 MeV where it reaches the maxi- 
mum value of 2.6%. 
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Fig. 16. Summary of statistical and systematic uncertainties for 
the neutron detector efficiency calculation. 

5.9. Comparison between calculated and  experimental  ef- 

f iciencies 

The following procedure was used to compare the 
calculated and measured proton recoil spectra at 14.0 
and 2.45 MeV. The light distributions from the Monte 
Carlo code were initially corrected for nonlinearity in 
the experimental electronics. The calculated spectra were 
then smeared by a Poisson resolution function and 
fitted to the experimental spectra with the aid of the 
code FIT978 [19]. From these fits the values of the 
experimental and calculated efficiencies were obtained. 
Comparisons between theory and experiment are shown 
in figs. 9 and 12 for 14.0 and 2.45 MeV neutrons for 
several runs at different discriminator settings. There 
was excellent agreement between the calculated and 
experimental efficiencies for a wide range of bias en- 
ergies. 

From the results it can be observed that on the 
average, the theoretical and experimental efficiencies 
agree with each other within the estimated uncertainty 
in the theory which is - 1.7% (one standard deviation). 

Table 3 
Interpolation parameters for the calculated efficiency 

Fractional 
bias energy 

Interpolation parameter 

a l  
( × 1 0 - 3  b - 1  ) 

a2  
( × 1 0 - 4  b - 2  ) 

03 
(× 10-4 b -2 ) 

R e d u c e d  x 2 

0.30 9.364 3.293 1.356 1.0 
0.35 8.667 2.928 1.610 0.77 
0.40 7.817 2.788 2.128 2.8 
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In comparing the theoretical and experimental spec- 
tra at 14.0 MeV neutron energy a difference in the alpha 
peak position and shape was observed. This peak which 
is located at the low pulse amplitude region of the 
proton recoil spectrum originates from the 12C 
(n, ot0)9Be reaction in the scintillator. The dominant  
cause of this difference was attributed to a variation in 
tbe light output for alpha particles from that originally 
used in the calculation [16]. This difference has been 
corrected by increasing the light output for alpha par- 
ticles by 30%. A less important  contribution to the 
shape of the alpha peak was the anisotropy in the 
12C(n, a0)9Be angular distribution. This effect has not 
been accounted for in the present calculation. However, 
it has no effect in the detection efficiency since the 
spectrum bias can always be chosen above the alpha 
peak channel. 

Since the 0.7% uncertainty in the measured efficiency 
at 14.0 MeV is less than the 1.7% uncertainty in the 
calculation, the calculation is normalized to the experi- 
ment at this energy. This increases the calculated ef- 
ficiency by 1.3% at all neutron energies. The resultant 
uncertainty in the detector efficiency is thus 0.7% at 
14.0 MeV and increases to 1.5% at the lower neutron 
energy of 2.45 MeV. 

6. Summary 

A dual thin scintillator has been designed and 
calibrated to be used as an absolute flux monitor  for 
1-15 MeV neutrons. The detector eliminates experimen- 
tally the distortion due to the escape of protons and 
also has a low multiple scattering correction. The detec- 
tor may be used in transmission geometry and without 
precision collimators when necessary. The experimental 
absolute detector efficiency was measured at 14.0 and 
2.45 MeV. A Monte  Carlo code was developed for 
calculating the absolute detector efficiency for the 1-15 
MeV energy range. The agreement between the theoreti- 
cal and experimental efficiencies was within the error in 
the theory which was around 1.7%. A good agreement 
was observed between the theoretical and experimental 
proton recoil spectrum shapes. The uncertainty in the 
calculated efficiency was estimated to be between 1.4 
and 2.1% for the 1-15 MeV energy region, except in the 
region of the narrow resonance in the C(n, n)C reaction 
at 2.078 MeV, when the uncertainty reaches a maximum 
of 2.6%. 
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